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#### Abstract

Mesh refinement may give rise to variable dimension system of linear equations in adaptive analysis. In each adaptive step, the matrix decomposition methods are adopted to solve linear algebraic equations, which is obviously time-consuming and computationally expensive for large-scale problems. A new algorithm for solving a variable dimension system of linear equations is proposed in this paper, which combines matrix deformation with the Sherman-Morrison formula. This method not only retains the advantages of the Sherman-Morrison formula, but also is particularly suitable for adaptive analysis. Compared with the matrix decomposition method, our method has outstanding performance in promoting computational efficiency. Several numerical examples are used to illustrate the superiority of the proposed method when applying to solve 2D elasticity problems.


## 1. Introduction

Adaptive analysis is widely adopted by some numerical methods to solve computational engineering problems, such as in finite element method (FEM) [1-4] and boundary element method (BEM) [5-7]. Mesh refinement is an effective measure in adaptive analysis to achieve more accurate solution. Adaptive schemes, such as the h-refinement and the p-refinement, may give rise to variable dimension system of linear equations. In general, conventional methods, such as the Guassian elimination method, matrix decomposition methods and iteration techniques etc., are often employed to solve linear equation in each adaptive step. While, those methods usually suited for solving fixed-order linear equations, which would involve repetitive computation in adaptive analysis. To avoid redundant work, some researchers directly dedicate to solving variable dimension linear equations. Bisschop and Meeraus [8, 9] proposed the augmented matrix method. According to the matrix augmentation form and the Schur complement, Zhou et al. [10] presented a method which fitted for the perturbation occurred on the rim of the matrix. While for arbitrary perturbation in the matrix, this method seems to be non-universal.

Sherman-Morrison and Woodbury formulas (SMW) [11-15] are very efficient in solving matrix inversion with small rank perturbation arisen in anywhere of the original matrix. SMW emanated from studies of partitioned matrices, which provided an expression for the inverse of Schur complement [20]. As the special form, the Capacitance Matrix usually presented to computational engineering, such as in 3D linear elasticity problem [17] and linear elastic contact problems [18]. On account of the cumulative error, algorithms concerning SMW were usually confined
to small rank perturbation case. So, Powell [16] proposed a new form of Sherman-Morrison formula through introducing the original matrix and successfully reduced the cumulative error, but the CPU time increased. Despite the existence of the restriction, however, SMW were still significant in practical application during the recent decades. In the context of modern structural analysis, it is possible to show that all kind of reanalysis methods are variations on SMW [19], these methods have been used as efficient tools in exact structural reanalysis relating to lowrank modifications [21-25]. Meanwhile, SMW were developed in the dynamic problems. In this field, Sherman-Morrison and Woodbury formulas were used to calculate the optimal absorber parameter [26] and estimated the corrected frequency response [27]. Additionally, the SMW were also used in the multidomain problems [28] to obtain the inverse of the hierarchical off-diagonal low-rank matrix to accelerate the solution.

However, previous researches about Sherman-Morrison formula are often focused on matrix with fixed-order. In this paper, we propose a variable dimension matrix inversion method which takes full use of the advantages of the Sherman-Morrison formula. This method is performed on the basis of the boundary face method (BFM) developed by Zhang, as reference [29-33]. In adaptive analysis, when mesh refinement is implemented, we only need to take advantage of the coefficient matrix and its inverse of last adaptive step to solve the system of linear algebraic equations in current step through using the Sherman-Morrison formula twice. This method has been implemented successfully combined with LU decomposition method in adaptive analysis (hereinafter our algorithm) and has compared with pure adaptive algorithm with LU decomposition method (hereinafter original algorithm).

[^0]Our paper is organized as follow: The boundary integral equation is briefly described in Section 2. Section 3 gives a brief introduction about the Sherman-Morrison formula. The detail of our algorithm is explained in Section 4, and the validity is illustrated through four numerical examples in Section 5. The paper ends with discussion and conclusions in Section 6.

## 2. The boundary integral equation

Considering 2D elasticity body in absence of body force, the boundary integral equation can be written in the following form
$c_{i j}(P) u_{j}(P)=\int_{\Gamma} U_{i j}(P, Q) t_{j}(Q) d \Gamma(Q)-\int_{\Gamma} T_{i j}(P, Q) u_{j}(Q) d \Gamma(Q), \quad P, Q \in \Gamma$,
where $u_{j}$ and $t_{j}(j=1,2)$ are the displacement and traction components, respectively. $c_{i j}(P)$ is the coefficient matrix of the free term. For 2D plane-strain problems:
$U_{i j}(P, Q)=\frac{1}{8 \pi G(1-v)}\left[(3-4 v) \delta_{i j} \ln \frac{1}{r}+r_{, i} r_{, j}\right]$
$T_{i j}(P, Q)=-\frac{1}{4 \pi(1-v) r}\left\{\frac{\partial r}{\partial n}\left[(1-2 v) \delta_{i j}+2 r_{, i} r_{, j}\right]-(1-2 v)\left(r_{, i} n_{j}-r_{, j} n_{i}\right)\right\}$
where $r$ is the distance between the source node $P$ and the field point $Q$; $n$ is the outward normal at point $Q ; G$ and $v$ are the shear modulus and the Poisson's ratio, respectively.

Through reassembling the linear equations obtained by discretizing the BIE Eq. (1), we get the equation
$\sum_{j=i}^{N} \mathbf{H}_{i j} \mathbf{u}_{j}=\sum_{j=i}^{N} \mathbf{G}_{i j} \mathbf{t}_{j}$
According to the boundary condition of displacement and surface force of the source point, the known part is moved to right sides, and the unknowns to left, Eq. (4) could be re-written as matrix form
$\mathbf{A x}=\mathbf{b}$
where $\mathbf{A}$ is the system coefficient matrix, $\mathbf{b}$ is the right hand vector.

## 3. A brief introduction of Sherman-Morrison formula

Sherman-Morrison formula has been revealed in $[16,17]$ to obtain the inverse of a matrix with some entries modified. Considering a row or column perturbation of the coefficient matrix $\mathbf{A}$ in Eq. (5), the modified coefficient matrix is written as the following formA $+\mathbf{u v}^{T}$. From the Sherman-Morrison formula we can know
$\left(\mathbf{A}+\mathbf{u v}^{T}\right)^{-1}=\mathbf{A}^{-1}-\frac{\left(\mathbf{A}^{-1} \cdot \mathbf{u}\right) \otimes\left(\mathbf{v} \cdot \mathbf{A}^{-1}\right)}{1+\lambda}$
$\lambda=\mathbf{v} \cdot \mathbf{A}^{-1} \cdot \mathbf{u}$
$\mathbf{z}=\mathbf{A}^{-1} \cdot \mathbf{u}$
$\mathbf{w}=\left(\mathbf{A}^{-1}\right)^{T} \cdot \mathbf{v}$
According to Eq. (8), Eq. (7) can be written as: $\lambda=\mathbf{v} \cdot \mathbf{z}$

From Eqs. (8) to (10), we can write Eq. (6) as:
$\left(\mathbf{A}+\mathbf{u v}^{T}\right)^{-1}=\mathbf{A}^{-1}-\frac{\mathbf{z} \otimes \mathbf{w}}{1+\lambda}$
where $\mathbf{u}, \mathbf{v}, \mathbf{w}, \mathbf{z}$ are vectors, $\lambda$ is scalar. When matrix $\mathbf{A}$ has a corrections in $i$ th row, $\mathbf{u}$ is the unite vector from $i$ th column of identity matrix, and
$\mathbf{v}$ is the difference between the row corrections and the $i$ th row of matrix A. When matrix $\mathbf{A}$ has a perturbation in $j$ th column, $\mathbf{v}$ is the unite vector from $j$ th row of identity matrix, and $\mathbf{u}$ is the difference between the column corrections and the $j$ th column from matrix $\mathbf{A}$.

The above example is for single row or single column perturbation. When a matrix is modified by $p$ rank 1corrections, $\mathbf{U}$ and $\mathbf{V}$ are matrices composed of corresponding vectors, the modified coefficient matrix is written as the following formA $+\mathbf{U V}^{T}$. Assume that matrix $\mathbf{A}$ is $2 N \times 2 N$, U and V are $2 N \times P, P \ll 2 N$, we can recycle Eq. (11) $P$ times. where
$\mathbf{U}=\left[\begin{array}{lll}\mathbf{u}_{1} & \cdots & \mathbf{u}_{p}\end{array}\right], \mathbf{V}=\left[\begin{array}{lll}\mathbf{v}_{1} & \cdots & \mathbf{v}_{p}\end{array}\right]$

The modified matrix can be written as the following form
$\mathbf{A}+\mathbf{U} \mathbf{V}^{T}=\left(\mathbf{A}+\sum_{k=1}^{P} \mathbf{u}_{k} \otimes \mathbf{v}_{k}\right)$

And the inverse of the modified matrix can be written as
$\left(\mathbf{A}+\mathbf{U} \mathbf{V}^{T}\right)^{-1}=\mathbf{A}^{-1}-\sum_{k=1}^{p} \frac{\mathbf{z}_{k} \otimes \mathbf{w}_{k}}{1+\lambda_{k}}$

## 4. Implementation of our algorithm

### 4.1. Process of adaptive analysis

The geometric model of 2D elasticity body with the concentrated load (Fig. 1(a)) is used to perform adaptive analysis. Assuming that there are $n$ elements (constant element) at the corner E will be implemented mesh refinement (Fig. 1(b)) in last adaptive step. In current adaptive step, the new added mesh can be seen in Fig. 1(c). The Mises stress of each element will be computed under the meshes of last adaptive step and current adaptive step, respectively. Where the relative error of one element, between current and last step, out of the limitation will be implemented mesh refinement in current adaptive step. Subsequently, it would use our method to solve linear algebraic equation when the number of new added source points $n$ less than the limitation. On the contrary, it would use original method. The adaptive will be terminated if there are no elements satisfying the mesh refinement condition.

The flow chart of our algorithm is shown in Fig. 2. In the flow chart, " $i$ " represents the index of the element; " $j$ " represents the number of elements needing to implement mesh refinement next adaptive step; " $\bar{\eta}_{1}$ " is the limitation of the element relative error; " $\bar{\eta}_{2}$ " is the limit number of elements to determine whether our method should be chosen or not next adaptive step.

### 4.2. Variable order matrix inversion method

Our method for solving linear equation can work, when less mesh are implemented mesh refinement. As shown in Fig. 1, the number of source points is $N$ in last adaptive step (see Fig. 1(b)), the number of new added source points is $n$ (where $n \ll N$ ) in current adaptive step (see Fig. 1 (c)). $2 n$ rows and $2 n$ columns in matrices A $(2 N \times 2 N)$ (last adaptive step) will disappear, these can be represented as vectors $\boldsymbol{i}+\mathbf{1}$, $\ldots, \boldsymbol{i}+\mathbf{2 n}$ and $\boldsymbol{j}+\mathbf{1}, \ldots, \boldsymbol{j}+\mathbf{2 n}(j=i) ; 4 n$ new rows and columns in $\boldsymbol{H}$,Gmatrices $(2(N+n) \times 2(N+n))$ (current adaptive step) will be added, and represented as $\mathbf{r}_{i+1}, \ldots, \mathbf{r}_{i+2 n}, \mathbf{r}_{i+2 n+1}, \ldots, \mathbf{r}_{i+4 n}$ and $\mathbf{c}_{j+1}, \ldots, \mathbf{c}_{j+2 n}$,


Fig. 1. 2D elasticity problem: (a) geometric model, (b) Last adaptive step, (c) current adaptive step, where $i$, jrepresent the $i$ th and $j$ th original elements; $i^{\prime}, i^{\prime}+1, j^{\prime}$, $j^{\prime}+1$ represent new added elements.

$\mathbf{c}_{j+2 n+1}, \ldots, \mathbf{c}_{j+4 n}$ (Each vector with $2(N+n)$ elements), where

$$
\begin{aligned}
& \mathbf{i}+\mathbf{1}=\left[\begin{array}{llll} 
& \mathrm{A}_{i+1,1} & \cdots & \mathrm{~A}_{i+1,2 N}
\end{array}\right]^{T}, \\
& \mathbf{i}+\mathbf{2 n}=\left[\begin{array}{ccc}
\mathrm{A}_{i+2 n, 1} & \cdots & \mathrm{~A}_{i+2 n, 2 N}
\end{array}\right]^{T}, \\
& \mathbf{j}+\mathbf{1}=\left[\begin{array}{llll}
\mathrm{A}_{1, j+1} & \cdots & \mathrm{~A}_{2 N, j+1}
\end{array}\right]^{T}, \\
& \mathbf{j}+\mathbf{2 n}=\left[\begin{array}{ccc}
\vdots & & \\
\mathrm{A}_{1, j+2 n} & \cdots & \mathrm{~A}_{2 N, j+2 n}
\end{array}\right]^{T}, \\
& \mathbf{r}_{i+1}=\left[\begin{array}{lllllll}
\mathrm{H}_{i+1,1} & \cdots & \mathrm{H}_{i+1, i+2 n} & \cdots & \mathrm{H}_{i+1, i+4 n} & \cdots & \mathrm{H}_{i+1,2(N+n)}
\end{array}\right]^{T} \text {, } \\
& \begin{array}{llllllll}
\mathbf{r}_{i+1} & =\left[\begin{array}{llllll} 
\\
\mathrm{G}_{i+1,1} & \cdots & \mathrm{G}_{i+1, i+2 n} & \cdots & \mathrm{G}_{i+1, i+4 n} & \cdots \\
\mathrm{G}_{i+1,2(N+n)}
\end{array}\right]^{T},
\end{array}
\end{aligned}
$$

$$
\begin{aligned}
& \mathbf{r}_{i+4 n}=\left[\begin{array}{lllllll}
\mathrm{H}_{i+4 n, 1} & \cdots & \mathrm{H}_{i+4 n, i+2 n} & \cdots & \mathrm{H}_{i+4 n, i+4 n} & \cdots & \mathrm{H}_{i+4 n, 2(N+n)}
\end{array}\right]^{T}, \\
& \begin{array}{llllllll}
\text { or } \\
\mathbf{r}_{i+4 n} & =\left[\begin{array}{lllllll} 
& & & & & \\
\mathrm{G}_{i+4 n, 1} & \cdots & \mathrm{G}_{i+4 n, i+2 n} & \cdots & \mathrm{G}_{i+4 n, i+4 n} & \cdots & \mathrm{G}_{i+4 n, 2(N+n)}
\end{array}\right]^{T} \text {, }
\end{array} \\
& \mathbf{c}_{j+1}=\left[\begin{array}{lllllll}
\mathrm{H}_{1, j+1} & \cdots & \mathrm{H}_{j+2 n, j+1} & \cdots & \mathrm{H}_{j+4 n, j+1} & \cdots & \mathrm{H}_{2(N+n), j+1}
\end{array}\right]^{T} \text {, } \\
& \text { or } \\
& \underset{\substack{\mathbf{c}_{j+1}}}{\vdots}=\left[\begin{array}{lllllll}
\mathrm{G}_{1, j+1} & \cdots & \mathrm{G}_{j+2 n, j+1} & \cdots & \mathrm{G}_{j+4 n, j+1} & \cdots & \mathrm{G}_{2(N+n), j+1}
\end{array}\right]^{T} \text {, } \\
& \left.\begin{array}{l}
\mathbf{c}_{j+4 n}=\left[\begin{array}{lllllll}
\text { or }
\end{array} \mathrm{H}_{1, j+4 n}\right. \\
\mathrm{H}^{2}
\end{array} \mathrm{H}_{j+2 n, j+4 n} \quad \cdots \quad \mathrm{H}_{j+4 n, j+4 n} \quad \cdots \quad \mathrm{H}_{2(N+n), j+4 n}\right]^{T} \text {, } \\
& \left.\begin{array}{llllllll}
\text { or } \\
\mathbf{c}_{j+4 n} & =\left[\begin{array}{lllll} 
& & & & \\
\mathrm{G}_{1, j+4 n} & \cdots & \mathrm{G}_{j+2 n, j+4 n} & \cdots & \mathrm{G}_{j+4 n, j+4 n}
\end{array} \cdots\right. & \mathrm{G}_{2(N+n), j+4 n}
\end{array}\right]^{T} .
\end{aligned}
$$

In the following, those vectors above will be used to get the inverse of variable order matrix. The process is divided into three steps as shown in Table 1.

Step 1. Get the inverse of matrix $\tilde{\mathbf{A}}$

$$
\begin{align*}
& \mathbf{i}+1 \xrightarrow{\text { replacedby }} \overline{\mathbf{r}}_{i+1} \\
& \mathbf{A} \xrightarrow{\mathbf{i}+\mathbf{2 n} \xrightarrow{\text { replacedby }} \overline{\mathbf{r}}_{i+2 n}} \tilde{\mathbf{A}}  \tag{16}\\
& \mathbf{j}+1 \xrightarrow{\text { replacedby }} \overline{\mathbf{c}}_{j+1} \\
& \mathbf{j}+\mathbf{2 n} \xrightarrow{\text { replacedby }} \overline{\mathbf{c}}_{j+2 n}
\end{align*}
$$

According the boundary condition, matrix $\tilde{\mathbf{A}}(2 N \times 2 N)$ is constructed through replacing the rows $\boldsymbol{i}+\mathbf{1}, \ldots, \boldsymbol{i}+\mathbf{2 n}$ and columns $\boldsymbol{j}+1, \ldots$, $\boldsymbol{j}+\mathbf{2 n}$ in matrix $\mathbf{A}$ by rows $\overline{\mathbf{r}}_{i+1}, \ldots, \overline{\mathbf{r}}_{i+2 n}$ (modified by $\mathbf{r}_{i+1}, \ldots, \mathbf{r}_{i+2 n}$ ) and columns $\overline{\mathbf{c}}_{j+1}, \ldots, \overline{\mathbf{c}}_{j+2 n}$ (modified by $\mathbf{c}_{j+1}, \ldots, \mathbf{c}_{j+2 n}$ ), where


Fig. 2. Flow chart of our algorithm.
Table 1
Process of variable order matrix inversion.
Step 1: get inverse of matrix $\tilde{A} u s i n g$ the Sherman-Morrison formula.
Step 2: get inverse of matrix $\mathbf{M}$.
Step 3: get the inverse of matrix Musing the Sherman-Morrison formula.
where matrix $\tilde{\mathbf{A}}$ is the deformation of matrix $\mathbf{A}$. Matrix $\mathbf{M}$ is block matrix composed of $\tilde{\mathbf{A}}$ and identity matrix $\mathbf{I}$. Matrix $\overline{\mathbf{M}}$ is the deformation of matrix $\mathbf{M}$.


Each vector has 2 N elements.
Then we can get
$\mathbf{U}_{1}=\left[\begin{array}{cccccc} & \mathbf{u}_{1,1} & \cdots & \mathbf{u}_{1,2 n} & \mathbf{u}_{1,2 n+1} & \cdots \\ \mathbf{u}_{1,4 n}\end{array}\right]$
$=\left[\begin{array}{llllll}\mathbf{e}_{i+1} & \cdots & \mathbf{e}_{i+2 n} & \overline{\mathbf{c}}_{j+1}-(\mathbf{j}+1) & \cdots & \overline{\mathbf{c}}_{j+2 n}-(\mathbf{j}+\mathbf{2 n})\end{array}\right]$,
$\mathbf{V}_{1}=\left[\begin{array}{cccccc}\mathbf{v}_{1,1} & \cdots & \mathbf{v}_{1,2 n} & \mathbf{v}_{1,2 n+1} & \cdots & \mathbf{v}_{1,4 n}\end{array}\right]$
$=\left[\begin{array}{llllll}\overline{\mathbf{r}}_{i+1}-(\mathbf{i}+1) & \cdots & \overline{\mathbf{r}}_{i+2 n}-(\mathbf{i}+2 \mathbf{n}) & \mathbf{e}_{j+1} & \cdots & \mathbf{e}_{j+2 n}\end{array}\right]$.

$$
\begin{align*}
& \mathbf{e}_{i+1}=\left[\begin{array}{llllll} 
& 0 & \cdots & 1 & \cdots & 0
\end{array}\right]^{\mathrm{T}}(i+1 \text { thelementis } 1)  \tag{19}\\
& \vdots  \tag{18}\\
& \mathbf{e}_{i+2 n}=\left[\begin{array}{llllll} 
& & & & & 0
\end{array}\right]^{\mathrm{T}}(i+2 \text { nthelementis } 1) .
\end{align*}
$$

$\mathbf{e}_{i+1}, \ldots, \mathbf{e}_{i+2 n}, \mathbf{e}_{j+1}, \ldots, \mathbf{e}_{j+2 n}$ (where $i=j$, each vector with 2 N elements) are unit vectors from identity matrix, respectively.

Using Eqs. (14) and (18) we can obtain
$\tilde{\mathbf{A}}^{-1}=\left(\mathbf{A}+\mathbf{U}_{1} \mathbf{V}_{1}{ }^{T}\right)^{-1}=\mathbf{A}^{-1}-\sum_{k=0}^{2 n} \frac{\mathbf{z}_{k} \otimes \mathbf{w}_{k}}{1+\lambda_{k}}$.
Step 2. Get the inverse of matrix $\mathbf{M}$
The block matrix $\mathbf{M}(2(N+n) \times 2(N+n)$ is composed of matrixÃand identity matrix I $(2 n \times 2 n)$. The inverse of the block matrix $M$ can be directly assembled by the inverse of matrix $\tilde{\mathbf{A}}$ (see Eq. (21)).
$\mathbf{M}=\left[\begin{array}{cc}\tilde{\mathbf{A}} & \mathbf{0} \\ \mathbf{0} & \mathbf{I}\end{array}\right], \mathbf{M}^{-1}=\left[\begin{array}{cc}\tilde{\mathbf{A}}^{-1} & \mathbf{0} \\ \mathbf{0} & \mathbf{I}\end{array}\right]$.
Step 3. Get the inverse of matrix $\overline{\mathbf{M}}$
Matrix $\overline{\mathbf{M}}(2(N+n) \times 2(N+n))$ is obtained through fill in the null block and the identity part of $\mathbf{M}$ by rows $\tilde{\mathbf{r}}_{i+2 n+1}, \ldots, \tilde{\mathbf{r}}_{i+4 n}$ (modified by $\mathbf{r}_{i+2 n+1}, \ldots, \mathbf{r}_{4 n}$ ) and columns $\tilde{\mathbf{c}}_{j+2 n+1}, \ldots, \tilde{\mathbf{c}}_{j+4 n}$ (modified by $\mathbf{c}_{j+2 n+1}, \ldots$, $\mathbf{c}_{4 n}$ ), respectively, where


Each vector has $2(N+n)$ elements.
Then we can get
$\mathbf{U}_{2}=\left[\begin{array}{rrrrrr}\mathbf{u}_{2,1} & \cdots & \mathbf{u}_{2,2 n} & \mathbf{u}_{2,2 n+1} & \cdots & \mathbf{u}_{2,4 n} \\ =\left[\begin{array}{llllll}\mathbf{e}_{2 N+1} & \cdots & & \mathbf{e}_{2(N+n)} & \tilde{\mathbf{c}}_{j+2 n+1} & \cdots\end{array}\right. & \tilde{\mathbf{c}}_{j+4 n}\end{array}\right]$,
$\mathbf{V}_{2}=\left[\begin{array}{rrrrrrr} & & & & \\ =\left[\begin{array}{rlllll} \\ \mathbf{v}_{2,1} & \cdots & \mathbf{v}_{2,2 n} & \mathbf{v}_{2,2 n+1} & \cdots & \mathbf{v}_{2,4 n}\end{array}\right] \\ \begin{array}{r}\mathbf{r}_{i+2 n+1}\end{array} & \cdots & \tilde{\mathbf{r}}_{i+4 n} & \mathbf{e}_{2 N+1} & \cdots & \mathbf{e}_{2(N+n)}\end{array}\right]$,
where
$\mathbf{e}_{2 N+1}=\left[\begin{array}{llllll} & 0 & \cdots & 1 & \cdots & 0\end{array}\right]^{\mathrm{T}}(2 N+1$ thelementis 1$)$,
$\mathbf{e}_{2(N+n)}=\left[\begin{array}{lll}0 & \cdots & 1\end{array}\right]^{\mathrm{T}}(2(N+n)$ thelementis 1$)$.
$\mathbf{e}_{2 N+1}, \ldots, \mathbf{e}_{2(N+n)}$ (each vector with $2(N+n)$ elements) represent unit vectors, respectively.

Combining Eqs. (14) and (23) we can obtain
$\overline{\mathbf{M}}^{-1}=\left(\mathbf{M}+\mathbf{U}_{2} \mathbf{V}_{2}{ }^{T}\right)^{-1}=\mathbf{M}^{-1}-\sum_{k=0}^{2 n} \frac{\mathbf{z}_{k} \otimes \mathbf{w}_{k}}{1+\lambda_{k}}$.
When mesh refinement are implemented multiple times, we can also get the inverse of the deformed matrix $\overline{\mathbf{M}}$ through repeating above steps.

## 5. Numerical examples

In this part, four numerical examples are presented to highlight the benefits of the proposed method in adaptive analysis. To survey the convergence, in Sections 5.1 and 5.2, the variables are approximated by quadratic and linear elements, respectively. Simultaneously, two real engineering background examples with stress concentration feature demonstrate the general applicability, computational efficiency for solving 2D elasticity problems in Sections 5.3 and 5.4, while the fourth
example in Section 5.4 reveals the ability of the proposed method to handle complex geometry.

For the purpose of error estimation and convergence study, the relative error is defined as:

$$
\begin{equation*}
\text { error }=\frac{1}{|v|_{\max }} \sqrt{\frac{1}{M} \sum_{i=1}^{M}\left[v_{i}^{(e)}-v_{i}^{(n)}\right]^{2}} \tag{26}
\end{equation*}
$$

where $|v|_{\text {max }}$ is the maximum value of Mises stress, displacement $u$ and traction $t$ over $M$ sample points, and the superscripts $(e)$ and ( $n$ ) refer to the exact and numerical solutions, respectively.

In the following numerical examples, "Our", "Original" and "Exact" in the figures represent our algorithm, original algorithm and analytical solution, respectively. " $N S$ " and " $N E$ " are the number of the source nodes and elements. "Time" is the CPU time spent on each adaptive step.
"Err_t $t_{1}$ ", "Err_ $u_{2}$ ", and "Err_ $u_{r}$ " denote the relative error of $t_{1}, u_{2}$ and $u_{r}$.
"Err_ $\sigma_{r}$ " and "Err_ $\sigma_{\theta}$ " denote the relative error of $\sigma_{r}$ and $\sigma_{\theta}$. "Max_Mises" represents the max Mises stress in each adaptive step.

### 5.1. Analytical field problem

In the first example, analytical field problem is considered. The geometric model is shown in Fig. 3(a), the length of every edge $l=100 \mathrm{~mm}$. The assignment of initial elements could be seen in Fig. 3(b). Plane strain cases with Young's modulus $E=2000.0 M p a$ and Poisson's ratio $v=0.25$ are considered in this problem. The analytical solution is given by:
$\left\{\begin{array}{l}U_{x_{1}}=-3 x_{1}{ }^{2} x_{2}+x_{2}{ }^{3} \\ U_{x_{2}}=-x_{1}{ }^{3}+3 x_{1} x_{2}{ }^{2}\end{array}\right.$,
The physical variables are approximated by quadratic elements. The comparison of the computational time and the relative error between our and original algorithm are list in Tables 2 and 3. According to these tables, we can see that our method possesses higher computational efficiency than original method under the same adaptive process and the precision can be promoted following the increment of source point. The numerical results of our and original algorithm along edge $A B$ are plotted in Figs. 4 and 5, which are same as the analytical solution. Through the information above, the reliability of our algorithm can be illustrated.

### 5.2. Thick-wall cylinder under internal pressure

The second example is a thick-walled cylinder (Fig. 6(a)) subjected to a uniform pressure $p=1.0 \mathrm{Mpa}$ on the inner surface, the inner and outer radius of the cylinder are $a=100 \mathrm{~mm}, b=200 \mathrm{~mm}$. Due to the symmetry of the problem, only quarter of the structure is considered


Fig. 3. Analytical field problem: (a) geometric model (b) initial elements.

Table 2
Time required for each adaptive step for analytical field problem.

| Our algorithm |  |  |  | Original algorithm |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Adapt No. | NE | NS | Time(s) | Adapt No. | NE | NS | Time(s) |
| 0 | 40 | 120 | 1.72 | 0 | 40 | 120 | 1.77 |
| 1 | 80 | 240 | 4.24 | 1 | 80 | 240 | 4.37 |
| 2 | 83 | 249 | 0.71 | 2 | 83 | 249 | 0.99 |
| 3 | 87 | 261 | 0.91 | 3 | 87 | 261 | 1.31 |
| 4 | 91 | 273 | 1.35 | 4 | 91 | 273 | 1.48 |
| 5 | 98 | 294 | 1.61 | 5 | 98 | 294 | 2.14 |

Table 3
Relative error of each adaptive step for analytical field problem.

| Our algorithm | Adapt No. | 0 | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | NE | 40 | 80 | 83 | 87 | 91 | 98 |
|  | NS | 120 | 240 | 249 | 261 | 273 | 294 |
|  | Err_u ${ }_{1}$ | 1.64e-05 | 2.23e-06 | 2.21e-06 | 2.21e-06 | 2.20e-06 | 2.20e-06 |
|  | Err_t ${ }_{2}$ | 2.49e-04 | $6.53 \mathrm{e}-05$ | $6.73 \mathrm{e}-05$ | $6.71 \mathrm{e}-05$ | $6.71 \mathrm{e}-05$ | 6.71e-05 |
| Original algorithm | Adapt No. | 0 | 1 | 2 | 3 | 4 | 5 |
|  | NE | 40 | 80 | 83 | 87 | 91 | 98 |
|  | NS | 120 | 240 | 249 | 261 | 273 | 294 |
|  | Err_u ${ }_{1}$ | 1.64e-05 | 2.23e-06 | 2.21e-06 | 2.21e-06 | 2.20e-06 | 2.20e-06 |
|  | Err_t ${ }_{2}$ | 2.49e-04 | $6.53 \mathrm{e}-05$ | $6.73 \mathrm{e}-05$ | $6.71 \mathrm{e}-05$ | $6.71 \mathrm{e}-05$ | 6.71e-05 |



Fig. 4. Surface traction $t_{2}$ along the edge AB .


Fig. 5. Displacement $u_{1}$ along the edge AC.

Fig. 6. Thick-wall cylinder under internal pressure: (a) geometric model of Thick-wall cylinder, (b) initial elements.


Fig. 7. Displacement $u_{r}$ along the edge AB.


Fig. 8. Stress $\sigma_{r}$ along the edge AB .

Fig. 9. Stress $\sigma_{\theta}$ along the edge AB .

Fig. 10. Double open-end wrench: geometric
 model.
(Fig. 6(b)). Plane strain cases with Young's modulus $E=2.5 \mathrm{Mpa}$ and the Poisson's ratio $v=0.25$ are considered in this problem. The analytical solution for this problem is given by:
$\left\{\begin{array}{l}\sigma_{r}=\frac{a^{2} p}{b^{2}-a^{2}}\left(1-\frac{b^{2}}{r^{2}}\right) \\ \sigma_{\theta}=\frac{a^{2} p}{b^{2}-a^{2}}\left(1+\frac{b^{2}}{r^{2}}\right) \\ u_{r}=\frac{(1+v)}{E} \frac{a^{2} p}{b^{2}-a^{2}}\left[(1-2 v) r+\frac{b^{2}}{r}\right]\end{array}\right.$

The physical variables are approximated by linear elements. Initial elements are shown in Fig. 6(b). Table 4 gives the computational time. The relative error of $u_{r}, \sigma_{r}$ and $\sigma_{\theta}$ is list in Table 5. Apparently, our method takes less time than original algorithm under the same precision. Numerical results of displacement $u_{r}$, stress $\sigma_{r}$ and $\sigma_{\theta}$ for our method and original algorithm along edge $A B$ with 350 elements (700 source nodes) are plotted in Figs. 7-9. The numerical results can fully reveal that our algorithm is convergent with low-order interpolation elements.

(a)
1.07e-5
(b)

(c)



Fig. 11. Von-Mises stress for double open-end wrench: (a) our method: with 382 elements, 1146 source nodes, (b) original method: with 382 elements, 1146 source nodes, (c) reference solution.

Table 4
Time required for each adaptive step for Thick-wall cylinder problem.

| Our algorithm |  |  |  | Original algorithm |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Adapt No. | NE | NS | Time(s) | Adapt No. | NE | NS | Time(s) |
| 0 | 65 | 130 | 1.84 | 0 | 65 | 130 | 1.95 |
| 1 | 130 | 260 | 4.67 | 1 | 130 | 260 | 4.66 |
| 2 | 170 | 340 | 4.84 | 2 | 170 | 340 | 4.71 |
| 3 | 250 | 500 | 11.69 | 3 | 250 | 500 | 11.63 |
| 4 | 346 | 692 | 22.31 | 4 | 346 | 692 | 21.67 |
| 5 | 350 | 700 | 2.92 | 5 | 350 | 700 | 11.09 |



Fig. 13. Gear problems: geometric model.

### 5.3. Double open-end wrench

The third geometric model is a double open-end wrench (Fig. 10). The radius of two ports are $r_{1}=24.5 \mathrm{~mm}, r_{2}=28.0 \mathrm{~mm}$, and the distance between two ports is $L=193.5 \mathrm{~mm}$, respectively. The width of the wrench is $b=24.0 \mathrm{~mm}$. A radial pressure $P=1.0 \mathrm{Mpa}$ is prescribed along the arc $A B$. The edges $C D, C E$ and $D F$ are fixed as shown in Fig. 10. Plane strain cases with Young's modulus $E=200.0 \mathrm{Mpa}$ and Poisson's ratio $v=0.25$ are considered in this problem.

In this example, the number of initial elements is $n=62$, the physical variables are approximated by quadratic elements and the numerical result obtained by FEM with 2929,327 nodes is regarded as the reference solution. The comparison of the computation time between our method and original algorithm is list in Table 6. As reveal in this table, the benefit is considerable when our method is selected in the adaptive analysis. The values of the maximum Von-Mises stress listed in Table 7 show us that our algorithm converges gradually with the increment of the source point number. The comparison of the ultimate results of the Von-Mises stress is plotted in Fig. 11(a)-(c), and the values of Von-Mises stress along the edge $C D$ in different methods are shown in Fig. 12. The obtained results can demonstrate that the values of Von-Mises stress calculated by our method and original algorithm are indistinguishable with the reference solution. Thus, our algorithm is suitable for stress concentration problem, and accurate results can also be obtained.

### 5.4. Gear problems

The fourth geometric model is a gear shown in Fig. 13. Pressures $P=1.0 \mathrm{Mpa}$ are prescribed along the arc $E F$ and arc $G H$. The inner hole is fixed as shown in Fig. 13. Plane strain cases with Young's modulus $E=200.0 \mathrm{Mpa}$, Poisson's ratio $v=0.25$ are considered in this problem.

In this example, the initial elements number is $n=150$, the physical variables are approximated by quadratic elements and the numerical result obtained by FEM with 1593,333 nodes is regarded as the reference solution. The computational time listed in Table 8 makes our algorithm competitive in adaptive analysis. The values of maximum Von-Mises stress are list in Table 9, from which we can know that the convergence of our algorithm still could be guaranteed. Fig. 14(a)-(c) show the ultimate Von-Mises stress, and Fig. 15 gives the values of Von-Mises stress along the edge $A B$ with different methods. In summary, the nu-


Fig. 14. Von-Mises stress for gear: (a) our method: with 351 elements, 1053 source nodes. (b) original method: with 351elements, 1,053source nodes (c) reference solution.

Table 5
Relative error of each adaptive step for Thick-wall cylinder problem (liner element).

| Our algorithm | Adapt No. | 0 | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | NE | 65 | 130 | 170 | 250 | 346 | 350 |
|  | NS | 130 | 260 | 340 | 500 | 692 | 700 |
|  | Err_ur | 4.92e-04 | 1.18e-04 | $8.47 \mathrm{e}-05$ | 7.93e-05 | 7.85e-05 | 7.85e-05 |
|  | Err_ $\sigma_{r}$ | 2.22e-02 | $1.31 \mathrm{e}-02$ | $6.37 \mathrm{e}-03$ | $3.20 \mathrm{e}-03$ | $2.08 \mathrm{e}-03$ | 2.08e-03 |
|  | Err_ $\sigma_{\theta}$ | 1.85e-02 | $1.18 \mathrm{e}-02$ | 6.09e-03 | 3.15e-03 | $2.31 \mathrm{e}-03$ | $2.31 \mathrm{e}-03$ |
| Original algorithm | Adapt No. | 0 | 1 | 2 | 3 | 4 | 5 |
|  | NE | 65 | 130 | 170 | 250 | 346 | 350 |
|  | NS | 130 | 260 | 340 | 500 | 692 | 700 |
|  | Err_ur | 4.92e-04 | 1.18e-04 | $8.47 \mathrm{e}-05$ | $7.93 \mathrm{e}-05$ | $7.85 \mathrm{e}-05$ | 7.85e-05 |
|  | Err_ $\sigma_{r}$ | 2.22e-02 | $1.31 \mathrm{e}-02$ | $6.37 \mathrm{e}-03$ | $3.20 \mathrm{e}-03$ | 2.08e-03 | 2.08e-03 |
|  | Err_ $\sigma_{\theta}$ | 1.85e-02 | 1.18e-02 | 6.09e-03 | $3.15 \mathrm{e}-03$ | $2.31 \mathrm{e}-03$ | $2.31 \mathrm{e}-03$ |

Table 6
Time required for each adaptive step for double open-end wrench.

| Our algorithm |  |  |  | Original algorithm |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Adapt No. | NE | NS | Time(s) | Adapt No. | NE | NS | Time(s) |
| 0 | 62 | 186 | 3.7 | 0 | 62 | 186 | 3.7 |
| 1 | 124 | 372 | 9.9 | 1 | 124 | 372 | 9.9 |
| 2 | 155 | 465 | 9.1 | 2 | 155 | 465 | 9.1 |
| 3 | 178 | 534 | 9.9 | 3 | 178 | 534 | 9.7 |
| 4 | 201 | 603 | 12.4 | 4 | 201 | 603 | 12.1 |
| 5 | 219 | 657 | 11.2 | 5 | 219 | 657 | 13.7 |
| 6 | 221 | 663 | 7.8 | 6 | 221 | 663 | 9.9 |

Table 7
Numerical results of our algorithm, original algorithm and FEM for double open-end wrench.

| Our algorithm | NE | 155 | 178 | 201 | 219 | 221 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | NS | 465 | 534 | 603 | 657 | 663 |
|  | Max_Mises(Mpa) | 122.54 | 122.63 | 122.62 | 122.62 | 122.62 |
| Original algorithm | NE | 155 | 178 | 201 | 219 | 221 |
|  | NS | 465 | 534 | 603 | 657 | 663 |
|  | Max_Mises(Mpa) | 122.54 | 122.63 | 122.62 | 122.62 | 122.62 |
| FEM | NE | 53,406 | 84,133 | 148,198 | 342,625 | 1461,420 |
|  | NS | 108,111 | 169,888 | 298,559 | 688,498 | 2929,327 |
|  | Max_Mises(Mpa) | 124.23 | 124.61 | 124.78 | 124.45 | 124.46 |

Table 8
Time required for each adaptive step for gear.

| Our algorithm |  |  |  | Original algorithm |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Adapt No. | NE | NS | Time(s) | Adapt No. | NE | NS | Time(s) |
| 0 | 150 | 450 | 17.2 | 0 | 150 | 450 | 17.1 |
| 1 | 300 | 900 | 59.4 | 1 | 300 | 900 | 58.3 |
| 2 | 350 | 1050 | 57.9 | 2 | 350 | 1050 | 54.7 |
| 3 | 351 | 1053 | 4.6 | 3 | 351 | 1053 | 36.8 |

Table 9
Numerical results of our algorithm, original algorithm and FEM for gear.

| Our | NE | 150 | 300 | 350 |
| :--- | :--- | :--- | :--- | :--- |
| algorithm | NS | 450 | 900 | 1050 |
|  | Max_Mises(MPa) | 22.24 | 23.36 |  |
| Original | NE | 150 | 350 |  |
| algorithm | NS | 450 | 300 | 1050 |
|  | Max_Mises(MPa) | 22.24 | 900 | 23.35 |
|  | NE | 49,088 | 23.35 | 368,347 |
| FEM | NS | 23,718 | 190,943 | 743,233 |
|  | Max_Mises(MPa) | 23.73 | 93,835 | 23.69 |

merical results reflect that the convergence and higher computational efficiency of our algorithm are available even when applied to complex geometries.

## 6. Discussion and conclusions

A new method suitable for solving variable dimension system of linear equations has been carried out successfully in 2D elasticity adaptive
scheme with h-refinement. In this method, only the data of the coefficient matrix and its inverse in original mesh need to be reserved, and the Sherman-Morrison formula is employed two times in this process. Due to the introduction of the Sherman-Morrison formula in variable dimension system of linear equations, our method successfully avoids the trouble of repetitive computation, and has an outstanding performance in computational efficiency. Additionally, the accuracy of stress, displacement and traction inside the domain and on the boundary could

also be guaranteed under the circumstance where a few grids are implemented mesh refinement. The validity and reliability of our method has been smoothly testified by different kinds of numerical examples with real engineering background in adaptive analysis.

In this study, our algorithm is implemented in pure h -version adaptive analysis. In the following work, we plan to apply our method to p-version or hp-version adaptive analysis. Extension of our algorithm to solving 3D elasticity problems and large-scale problems is already in progress.
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In the end of this paper, we want to give our respect to Mr. Rizzo for his contribution in BEM. Before his research, academic studies about solid mechanics often focused on indirect methods for BIE. In those methods, the unknown variables are not the relating boundary value of the field problems. Until the publication of the paper of Rizzo [34], the direct method arisen in the territory of solid mechanics. In this method, the boundary value is regarded as the unknown variable directly. Thereafter, the direct method was used in transient elastodynamic problem [35] and inclusion problem [36]. His works about the BIE discretization [37-39] promote the application of the BEM in computer technology. In [40], Rizzo presented an advanced boundary integral equation method, which can transform the volume integral to the boundary integral, therefore, avoiding the volume mesh in essence. All of the works, he did, promote the development of BEM and provide convenience and reference for the application and future studies.
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